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ITS KPS’s October 2022

Copy Shop Request 4 Hours 95% KPI-01-Student Satisfaction

Faculty Relationship Engagement Request 2 Business Days 100%4 KP1-01-Student Satisfaction
Queries

New Laptop Provision request (in Stock Item) 5 Business Days 23 days KPI1-01-Student Satisfaction

Approval Requests — Request for self-managed device 1 Business Day ?7?? KPI1-01-Student Satisfaction

Request to add specific software to managed devices (3 way process: 3 Business Days 15 days KPI1-01-Student Satisfaction

Procurement, Testing and Deployment)

CCS Time to attend Teaching Rooms for incident resolution (site dependant) 20 Minutes (currently 30 mins) 98% KP1-01-Student Satisfaction
Service Availability — Gold (e.g QMPLus, SITS) 99.50% 99.76% KP1-01-Student Satisfaction
Service Availability — Silver (e.g ArcGis, Armis, Cohort) 90% 100%
Service Availability — Bronze (e.g GitHub, DMS) 80% 100%

* First five rows are specific requests ITS consider worth highlighting separately
* Row 6 relates to response time for CCS to attend in person to support MME incidents
* Last row relates to uptime of Gold, Silver and Bronze services (see next slide for details)
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ITS Service Desk KPI’'s October 2022

Service and SLA Achieved Target m

‘ Met or Above Target

Service Request resolved within SLT 90% 91% ‘
SR 1 Hour 92% V'S
Below Agreed Target
2 SR 4 Hours 99% 4 P oclowheredie
S SR 10 Hours 90% 45
= SR 2 Days 63% ¥
+ SR 3 Days 86% ¥
x
i‘:’ Incident resolved within SLT 90% 83% 4
n P1-4 Hours 71% (some Incorrect) S 9
& P2 -1 Business Day 44% ¥
P3 — 3 Business Days 83% .
P4 - 5 Business Days 100% f
Average Wait Time 25 sec 18s 45
First Time Fix Rate 75% 78% ‘
Customer Satisfaction >90% 91% 4
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Executive Summary — October 2022

/ Top 10 Service Availability\

Definitions
/High Impact/Major Incidents October 2022 \ (" Customer "\ / Problem \ 60, CYTD: Calendar
MAJOR INCIDENT Network Outage - Users unable to access applications including QMplus, SatISfaCtlon Management m - Yea_r to Date
SITS, MySiS, MyHR and Ivanti. ‘\'"' B KPI: Key
. . R N &y @ ® o Performance
Cause: Duringthe ‘core networkupgrade’ migration phase, the core network is running two [ | open Problems 15 : O Indicator
version of Spanning Tree Protocol (STP). One STP running onthe Dell switches and the other =~ 0.0% . .
on the Cisco switches. Thereis no issue with either STP networks individually however, ‘ : New PrOblemS 2 99.76% Mi: Major Incident
;l_:_l;glir\:vght:g:r;ns]iglé:teznfﬁeuﬂznc,vrzi?da problemand a compatibility issue between the two "‘ l“ closed PrOblemS 7 P1:. Priority.1
91% CYTD Oct2022 ) 'mcident(Hign
\ / \ / \ / \ *CYTD: Calendar Year to Date
_—
/ Incidents Logged Incident and Service Requests Outstanding October 2022
3000 2611 2617 Number of
2000 8284350 . 166 Incident
1000 nciaents Open Incidents Open Requests
i I Resolved 600 2000
0 524 500 1786
N A N P g 500
VoA N A 1600
d 7/ \l 7/ / 4
RN e 2406 . 0
1200
300 1000
Service Requests 800
Logged Number Of 200 600
1 400
15000 5504 257% 0880 Service 1 -
10000 72867299 8029 Requests O : : : .
5000 I Resolved 2001 2022 2020 2021 2022
0
VoAV AV AV AV A
2 At t
SR R A Y As of 31t October 2022
w“lb* §o° ~ v"q @eQ Oé 10830

‘a_,@_s' Queen Mary

University of London




Service Availability May 2022 to Oct 2022
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Sharepoint
B Jun-22 . Jyl-22 . Aug-22 B Sep-22 W Oct-22 == YTD

User login/Auth.

Research HPC,
Storage and RGMS

0365 Teams/Email

October 2022

Services below 100% due to
Network Outage:

QMplus

QReview

SITS

MySiS

Library Systems, includingLibrary
SEARCH

Library Turnstiles

Telephony

VPN

Ivanti

Internal phones, including calls to
the Service Desk

Public University websites
(includingIT Services website &
Chat)

Network Drive (G:)

Agresso, HR Systems

Ignite

Igrasp

Apps Anywhere

CcCTv

Sympa

QMUL Wi-Fi (EDUROAM and
Guest Wi -Fi)

Printing

Availability was 100%
for all other services

June 2022 is below 100%
due to datacentre (DC1)
power outage.



Customer Satisfaction October 2022

/ \ / Customer Satisfaction Breakdown

Customer Feedback oo -

This month we received 1074 responses providing feedback on 1000 882

incidents and requests logged through the Service Desk - 400 e 756

Happy and Delighted Responses Incidents 87% 600

Happy and Delighted Responses Service Requests 92% 400 1192 78 224

Total Satisfaction91% 200 46 35 34 47 47

12 13
0 -_— A " &
Delighted Disgruntled Incidents Requests Total

\ J \ B Un-Happy Disgruntled Happy M Delighted m Total
/ Feedback this month

Most common Positives and most common Negatives

*  Thanks for your prompt attention and fix, David!
e lam grateful fora prompt resolution of my servicerequest.
* lamvery happywith the help I received today. Itwas sorted ina kind and timely manner.

* lhavebeen waitingfor 1.5 hours for help. This matter has not been resolved and has affected my teaching and teaching materials today.
* lhavemade two trips to IT Whitechapel -3 days apartNo laptop Not helpful.
*  You have literally sentthe same information thati have told you already.

AN
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Major Incidents Sep 2021 — Oct 2022

1. QMplus
2. Network

3. HPC Major Incidents
4. MYSIS

4
1. QMplus
@ 2. FortClient 1. IdCheck
= 3. QMplus 2. Micollab
b
£3
5 ; g:':ﬂ::k 1. QMplus 1. Azure Virtual Desktop
§ . 2. IdCheck
%5 1. Turnitin 1.Datacentre 1. Network Key
52
'g Source of Incident
= identified to be
= with 3" Party
Vendor
1
Source of Incident
identified to be
outside of ITS e.g.
5 power
Sep Oct Nov Dec Jlan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec source of Incident
ITS 3rd Party 1 1 1 1 3 0 1 1 0 0 0 0 0 0 identified to be
ithin ITS
External 1 1 0 0 0 0 0 0 Wi
ITS 2 0 0 0 0 0 1 1 1 0 0 0 0
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Incident and Service Requests KPIs’
MMMMEMMMMMME

Satisfied Customers for Incidents

ot cteyess (SR ----------- :
NE—— | e e <l - - N

All Requests Closed By All ITS Depts. Within SLT 93 20 91 92 94 94 94 91 92 94 94 94

All Incidents Closed By Site Within SLT ---- 88 --- 89 87 86 86 85 -
All Requests Closed By Site Within SLT --- ---- 93

Service Desk Incidents Closed Within SLT 90 -------- 86 97
Service Desk Requests Closed Within SLT 94 ----------- 93

91

AII Requests Closed By Campus Teams Within
SLT

Exceeds Goals >=95%
G Meets Goals >=90%
A Needs Improvement > = 85%
Below Standard < 85%
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Incident and Service Requests Resolution October 2022

Incidents P2 - Resolution 1 Business Day ------

Incidents P3 - Resolution 3 Business Days | 90% 87% 89% 87%

*
\ 4
\ 4
Incidents P4 - Resolution 5 Business Days ... 92% -. —
Service Requests SR 1 Hour — Resolution 1 hour 93% 88% 92% f
Service Requests SR 4 Hours - Resolution 4 Hours ------ —
Service Requests SR 10 Hours - Resolution 10 Hours - 93% 86% -- 90% f
Service Requests SR 2 Days — Resolution 2 Business Days = 85% | 91% @ 92% @ 92% 93% - ‘
Service Requests SR 3 Days — Resolution 3 Business Days ---- 92% 86% ‘
Key Exceeds Goals >=95% Improvement over last month
Meets Goals > =90% Deterioration from last month
A Tolerable > =85% ‘

No change from last month
0
Unacceptable <85% —
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Service Desk Performance October 2022

ITS Tick
mﬂﬂﬂnu e MM
Source

Received Phone Calls - 1187 1151 1455 2613 1896 Telephone 404 475 640 1060 653 JL
Average Wait Time 25s 20s 15s 20s 33s 18s ‘ .

Email 2277 2530 2583 3311 3409 f
Abandon Rate (Calls) 5% 13.4% 6.3% 8.9% 17.1% 8.8% ‘

In Person 525 639 724 2208 1452 ‘
FTF (First Time Fix) 75%  78%  85%  85% 90%  78% ’y

Self Service 2899 3363 3810 4292 3712 ‘
U (e L [ 75%  58%  63% 5% 61%  60% ‘

Live Chat 966 795 1431 2351 1381 ‘
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Major Incidents Mar 2022 — Oct 2022

Service Affected —Impact

Sat19 IdCheck —Services thatutilise IdCheck for authentication such as QMplus, Canvass etc. were inaccessible.
228733 4h 30m Cause: A configuration file was missing fromthe Puppet server. Resolved

Mar 04:24
Action: The configuration file was manually added back toon the server, which restored the authentication service.
Tue 22 QMplus-Studentand Staff were unable to access the service to viewor editcourse modules oraccess learning material.
228856 Mar 09:01 1h Cause: Aknown bug corruptedthe Moodle Unified Cache (MUC). Resolved
’ Action: The web container was restarted, clearing the corrupted cache.
Tue 12 IdCheck —Services that utilise IdCheck for authentication such as QMplus, Canvass etc. were inaccessible.

230242 Apr13:14 1h19m Cause: The security certificates for Linux servers were not updatedas partofa change toupdate window security certificates. Resolved
' Action: Linux servers were updated withthe new Security certificate.

Micollab —Staff were unable to access the service tomake or receive phone calls.
Wed 13 . - -
230487 . 2h35m Cause: The vendor made a change to the system without checking with QM . Resolved
Apr 17:00 "
Action: The change was rolled back.

Fri 10 DC1 power outage —A planned change with EAF to replace the UPS batteries on the main datacentre DC1 had not gone as expected.
233318 Jun12:35 412h12m  Cause: Afault with the mainelectrical cable that supplied electrical powerfrom the UPS to the DC1infrastructure had a fault and requiredimmediate repair. Resolved
’ Action: The powerwas turned off, the electrical cable was repaired, andthe powerwas restored. Due to the ungraceful shutdown, servers had tobe turnedback on in a specificorder and checks completed.

Thurs 22 Azure Virtual Desktop (AVD —Newham Landing Zone) - Newham staff and students were unable tologon to the Azure Virtual Desktop environment.
N/A Sep09:11 1h25m Cause: AVD Virtual Machines (VMs) hadbeen deleted. Resolved
’ Action: Buildanddeploy the replacement (v8) VMs.

Network Outage - Users unable to access applications including QMplus, SITS, MySiS, MyHR and Ivanti.
Wed 19" Oct Cause: Duringthe ‘core network upgrade’ migration phase, the core network is running two version of Spanning Tree Protocol (STP). One STP running onthe Dell switches and the other on the Cisco
241221 15:36 2hrs 12m switches. There is noissue with either STP networks individuallyhowever, running both simultaneously created a problemand a compatibility issue between the two STPs, which impacted the network. Resolved
’ Action: Powered down Dell core switch, MEPP1COR01-ACCA (located at Mile End West), which removed the network loop. When this switch was powered down, network returned to an operational state. A
decision was made leave the switch “MEPP1COR01-ACCA” powered off until rootcause had beenidentified.
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High Priority Incidents Mar 2022 Oct 2022
R = N

Dorset Firewall Device Failure - Firewall problems at River Lab. Loss of internet connection and unable to
238765 Mon 26 7h 40m connect to local servers where our work files and databases are stored. Workaround in
Sept 10:20 Cause: Age of the device considered to be a factor in the failure of this device as it was nearing end of life. Place
Action: Redundant device as a temporary fix. Replacement Firewall switch to be implemented.
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Problem Management October 2022

N
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Breakdown by Resolver Group

ITS AV Design ITS Central ITS Client
Print Services Devices
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Change Management October 2022

Changes for October 2022
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Closed Awaiting Change Awaiting Change Awaiting Change Rolled Back Change With CAB Closed Rejected Closed
Manager Approval Submission Implementation
Emergency Non Standard Standard
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