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ITS Service Desk KPI's August 2022

Service and SLA Achieved Target m
Service Request resolved within SLT 90% 94% z ‘ Below Agreed Target
2 P1-1hour 99%
g P2 — 8 Hours 83% ‘ Met or Above Target
‘= P3-2 Days 92%
a
+ P4-3 Days 100% 4
_'§ Incident resolved within SLT 90% 89% ‘
" P1-4Hours 339
3 P2 - 1 Business Day 76%
P3 — 3 Business Days 89%
P4 — 5 Business Days 92% ‘
Average Wait Time 25 sec 20s f
First Time Fix Rate 75% 85% f
Customer Satisfaction >90% 96% ‘
Number of Major Incidents Per Month < =1 0 ‘

‘a_,@_s' Queen Mary

University of London



Executive Summary — August 2022

ﬂigh Impact/Major Incidents

For the month of August there was one Priority 1 incident. This was for calls which were
not getting through to the Service Desk (8888) and Estates Helpdesk (2580) numbers and
was logged on 4th August 2022. Following on from the issues seen during load testing
recently, it was suggest to implement daily reboots of the MiVB’s on the evening of 17th /
18th / 19th August. All 6 MiVB from the MSL will be rebooted these evenings. This would
provide an additional layer of comfort, as we have rebooted and the issue is not present
following the reboots (we rebooted all secondaries on 17th July and no dropped calls
during testing on 18th. Mitel have look at the issue and they have recommended an
upgrade to MiVB9.4. We didn’t want to complete major works like this so close to Clearing
and we’re still pressing Mitel for further information on this recommendation. It’s
recommend making upgrade plans during a quieter period. A problem has been logged
Qnd a change request to be raised for this implementation.
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Number of Incidents Resolved 1584

Qlumber of Service Requests Resolved 9135
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Definitions

CYTD: Calendar Year to Date
KPI: Key Performance Indicator
MI: Major Incident

P1: Priority 1Incident (High)

/Problem Management

Open Problems 17
New Problems 0
\Closed Problems 2
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*CYTD: Calendar Year to Date
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Top 10 Services — Service Availability
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Incident and Service Requests KPIs’

MMMMMEMMMM
- 91 91
Satisfied Customers for Requests - 94 94 92 ----------
All Incidents Closed By All ITS Depts. Within SLT - 87 ---- - -

All Requests Closed By All ITS Depts. Within SLT 92 94 94 94

All Requests Closed By Site Within SLT --- ---

93
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A nidens Cosedsy CompusTeamsWibin gy | g ------------
AII Requests Closed By Campus Teams Within -- 89 --

Exceeds Goals >=95%
G Meets Goals >=90%
A Needs Improvement > = 85%
Below Standard <85%

Satisfied Customers for Incidents

All Incidents Closed By Site Within SLT

‘a_,@_s' Queen Mary

University of London




Customer Satisfaction August 2022

/ \ / Customer Satisfaction Breakdown \

Customer Feedback - 867
This month we received 867 responses providing feedback on 800 = 654
incidents and requests logged through the Service Desk - égg 555
500
Happy and Delighted Responses Incidents 95% 400
Happy and Delighted Responses Service Requests 95% 300 139 139 172
. . o 200 99
Total Satisfaction 95% 108 3 2- 1222 15 20
De“ghted Disgruntled Incidents Requests Total
\ J \ B Un-Happy Disgruntled Happy M Delighted m Total J
/ Feedback this month \

Most common Positives and most common Negatives

* Pleasethank Constantin for goingover and beyond to help me with this.
* Outstandingjob by Pius always.!’'mvery delighted.
* Richardwas incredibly helpful, detailed and thorough. Thank you so so much.

* Thisissueis notresolvedandithas almostbeen two months!!!  have my 24 hour exam day after and | urgently.
e lamstill unbaletoaccess MiCollab.
* The matter has not been resolved.
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Incident and Service Requests Resolution August 2022

Incidents P1 - Resolution 4 Hours ....
Incidents P2 - Resolution 1 Business Day ----

Incidents P3 - Resolution 3 Business Days | 90% 87% 89%

Incidents P4 - Resolution 5 Business Days ... 92%
Service Requests SR1 — Resolution 1 hour 93% --
Service Requests SR2 - Resolution 8 Hour - 91% --

» Heaany @

Service Requests SR3 —Resolution 2 BusinessDays 85%  91% @ 92% 92%
Service Requests SR4 —Resolution 3 Business Days ----
Key
Exceeds Goals > =95% Improvement over last month f

G Meets Goals > =90% Deterioration from last month
A Tolerable >=85% ‘
No change from last month
o
Unacceptable <85% —
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Incident and Service Requests Outstanding August 2022
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Service Desk Performance August 2022

ource

Received Phone

- 1203 1187 1151 1455 Telephone
Calls
Average Wait Time 25s 18s 20s 15s 20s ﬁ Email 2456 3201 2277 2530 2583
Abandon Rate 134
5% 6.2% 6.3% 8.9%
(Calls) ° ° % ° ° ﬁ In Person 910 858 525 639 724

FTF (First Time Fix) 75% 77% 78% 85% 85% ==
Self Service 2744 2957 2899 3363 3810

FLF (First Line Fix) ~ 75%  54% 58% 63% 59% - -

» =Y » I

Live Chat 831 910 966 795 1431
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Major Incidents Sep 2021 — Aug 2022

1. QMplus
5 2.Network
3.HPC . .
a.mysis Major Incidents
4 1. QMplus
2. FortClient
1.1dCheck
3.QMplus 2. Micollab
2
c
[}
©
g 3 1. QMplus
_a 2. Network % %Izlh':el::lli
- : Key
E a
HE 1. Turnitin 1.Datacentre Source of Incident
22 identified to be
g 1. Network with 3" Party
> 1.NetApps Vendor
Source of Incident
) identified to be
outside of ITS e.g.
power
Source of Incident
identified to be .
0 within ITS
Sep Oct Nov Dec Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
ITS 3rd Party 1 1 1 1 3 0 1 1 0 0 0 0
External 1 1 0 0 1
ITS 2 0 1 1 1 0 0 0
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Major Incidents Jan 2022 - Aug 2022

QMplus —Staff & Student were unableto access QMplus toview or access learning material.
223900 70m Cause: QMplus was unableto cope with the surge of students tryingto access their exams in QMplus. Resolved

Thu 06

Jan 10:00 . . . .
Action: Issueescalated to the vendor who increased the resources, which restored the service.

Fri 28 QMplus —Staff and students were unableto access QMplus to view or prepare course material.
225594 Jan 13:56 49m Cause: Data stored inthe cache, known as Moodle Unified Cache (MUC), had got corrupted. Resolved
’ Action: Issueescalated to the vendor, who purged the cache, to restore the service.

Sat19 IdCheck — Services that utilise ldCheck for authenticationsuch as QMplus, Canvass etc. were inaccessible.
228733 Mar 04:24 4h 30m Cause: A configuration filewas missing fromthe Puppet server. Resolved
’ Action: The configuration filewas manually added backto on the server, which restored the authenticationservice.

Tue 22 QMplus —Student and Staff were unableto access theserviceto view or edit course modules or access learning material.
228856 Mar 09:01 1h Cause: A known bug corrupted the Moodle Unified Cache (MUC). Resolved
' Action: The web container was restarted, clearingthe corrupted cache.

Tue 12 IdCheck — Services that utilise IdCheck for authenticationsuch as QMplus, Canvass etc. were inaccessible.
230242 Aor 13:14 1h 19m Cause: The security certificates for Linux servers were not updated as partof a change to update window security certificates. Resolved
P ’ Action: Linux servers were updated with the new Security certificate.

Wed 13 Micollab - Staff were unableto access theserviceto make or receive phone calls.
230487 2h 35m Cause: The vendor made a change to the system without checkingwith QM . Resolved

Apr 17:00 Action: The change was rolled back.
DC1 power outage — A planned change with EAF to replacethe UPS batteries on the main datacentre DC1 had not gone as expected.
Eri 10 Cause: A faultwith the mainelectrical cablethatsupplied electrical power from the UPS to the DC1 infrastructurehad a faultand required

233318 Jun 12:35 412h12m immediate repair. Resolved
’ Action: The power was turned off, the electrical cablewas repaired, and the power was restored. Due to the ungraceful shutdown, servers
hadto be turned backon ina specific order and checks completed.
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High Priority Incidents August 2022
P e e e e

Calls are not coming through to the Service Desk 8888 no and Estates Helpdesk no 2580.

Cause: Load Testing

Action: Following on from the issues you saw with load testing recently, we would like to implement daily reboots of the
MiVB’s on the evening of 17th / 18th / 19th August. - please provide a time we could do this - for peace of mind we would

13 days, reboot all 6 MiVB from the MSL.
2022
235478 04/08/20 5 hours, . . . . L . . . Closed
08:12 The issue we’ve seen is the same that was present last year during load testing which didn’t result in any impact to Clearing
28 mins however the reboot would provide an additional layer of comfort, as we have rebooted and the issue is not present following

the reboots (we rebooted all secondaries on 17th July and no dropped calls during testing on 18th,

We have had Mitel look at the issue and they have recommended an upgrade to MiVB9.4. Obviously, we don’t want to
complete major works like this so close to Clearing and we’re still pressing Mitel for further information on this
recommendation. Although | recommend making upgrade plans during a quieter period.
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Problem Management August 2022

Breakdown by Resolver Group Problem Tickets History
7 60
52
6
50
5
40
4
30
3 23
M Total 20
2 20 17
: [ :
ITS Central ITS Client  ITS Corporate ITS Network ITS Service ITSTEL Team 0 —
Print Services  Devices Systems - DevelopmentInfrastructure Operations Desk (3rd line) May-22 Jun-22 Jul-22 Aug-22
Business Services Software
Systems [ ogged mmmmm Closed mmmmm Open Open Trend
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Change Management August 2022

Changes for August 2022

30
25
20
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10
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Change Review Closed Awaiting Change Awaiting Change Review Closed Rejected Change Raised Closed
Implementation Approval
Emergency Non Standard Standard
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