Appendix 1 A Brief Guide to Using Winbugs

A1.1 Procedure for Compiling and Running Programs

1) Open the program document using “file” then “open”. Select “model” then “specification” from the main menu. If there are several model codes in a document, highlight the word model (or just the first letter or two of the word model) for the relevant code. Alternatively select and highlight the entire relevant program code. Then select “check model”. If there is only one model code in a document then it is not necessary to highlight the code or part code at all, just select “check model”. 

2) Then data must be loaded. Two data formats are possible: s-files and ascii (formatted column) files. For s-data files (starting with the word list) highlight the whole data file or just the word list itself, or even just the first letter or two of the word list. Then select “load data”. For ascii files one may select the whole file or just the first few letters of the name of the variable in the first column. Then select “load data”. Note that it is possible to have several data files, either s-files or ascii files. Note that “NA” means missing data which implies that the model must include a mechanism to generate it. 

3) Reset the number of chains if multiple chains are to be run

4) Select “compile”

5) If compilation is successful highlight the entire inits file or just the first letter or two of the actual word inits. Then select “load inits”. If more than one inits file is required then repeat the procedure. 

6) An inits value is set to NA when the parameter is preset or obtained from free parameters. Examples are tau[2]=tau[1]*lam; tau[1] ~ dgamma(,), lam ~ dgamma(,) where the inits could be tau=c(1,NA),lam=1, or where a parameter is preset, as in a corner constraint in a log-linear model with beta[1]=0. Then the inits might be beta=c(NA,0,0,..).

7) If there are any parameters not initialized then one may press “gen inits” to generate them from the priors set in the code. This can often work but can generate extreme values (when priors are diffuse) which can sometimes cause numeric problems or impede convergence for complex models. 

8) Then select “model” from the main menu and then “update”. An “update tool” icon appears. Often (e.g. in complex models) the default “refresh” of 100 will need to be reset to a smaller value (e.g. just 5 or 1). Also usually more than 1000 iterations is needed for a model to converge and produce sensible estimates; so resetting “updates” from 1000 to at least 5000 or 10000 is advisable. Then select the stippled light blue “update” icon.

9) Only at the refresh point can the model run be stopped (by selecting the now stippled update box), e.g. to list out current parameter estimates or assess convergence. Control-break can also be used to interrupt updating. To set the model running again, select the stippled light blue update box again.

10) Either when the model is stopped in this way, or before selecting  “model” and “update”, it  is usually necessary to select which parameters or “nodes” are to be monitored. So select  “inference” from the main menu and then “samples”. In the “node” box enter the name of the parameter to be monitored. The word parameter is here used generically to include vectors and matrices. Then press “set”. If more than one chain is running it is useful also to select the “trace” option. 

11) To obtain the current summary posterior statistics and/or density profile select the stippled “update” button on the update icon to temporarily halt the run and select the appropriate node name and press “stats” or “density”. If more than one chain is running one may also select “bgr diag” to check on convergence of that parameter or parameter set. The “history” button will also indicate the degree of mixing over chains.

12) To monitor large parameter sets (e.g. theta[1:N] where N=1000) it is better to use the “inference” then “summary” option rather than the “inference/samples” option. Otherwise the memory may become overloaded. The inference/summary option however only provides summary posterior statistics, not features like density plots.

A1.2 Generating Simulated Data.

This is best illustrated with an example, which relates to the Samejima IRT model with graded (ordinal) response, with n=100 subjects, and 5 items with 5 grades. For background, one can see the examples at 

http://work.psych.uiuc.edu/irt/modeling_poly1.asp
Thus consider the following code:

model {  for (i in 1:N) {  t[i] ~ dnorm(0,1)

 for (j in 1:M) {   for (k in 1:LEV-1) {

        logit(Q[i,j,k]) <-  -b[j]*(t[i]-a[j,k])}

        p[i,j,1] <- Q[i,j,1];

        for (k in 2:LEV-1) { p[i,j,k] <- Q[i,j,k] - Q[i,j,k-1] }

        p[i,j,LEV] <- 1-Q[i,j,LEV-1];

        y[i,j] ~ dcat(p[i,j,]) }}}

Data 1

list(N=100,M=5,LEV=5)

Data 2

b[]    a[,1]    a[,2]   a[,3]  a[,4]

0.4
-1.5
-0.5
0.7
1.2

0.8
-1.5
-0.5
0.7
1.2

1.2
-1.5
-0.5
0.7
1.2

1.6
-1.5
-0.5
0.7
1.2

2.0
-1.5
-0.5
0.7
1.2 END

One needs to "check model", feed in the data then compile, then "gen inits" and then go "info/node info" and type in the name of the variables (e.g. y and t) that are of interest. Alternatively after “gen inits” one may “save state” and pick out the variables of interest (i.e. the ones that are meant to be observations in the simulated data).

A1.3 Other advice

1) Different versions of WINBUGS may be tried in the event of compilation failures or inexplicable execution problems. For example, WINBUGS13 allows binomial data with zero denominators, and Winbugs14 is more informative than OPENBUGS on certain compilation errors. An example is the error “NIL dereference (read)”. 

2) OPENBUGS allows direct pasting of data from WINBUGS (e.g. using the info/node info facility) into EXCEL, whereas WINBUGS14 doesn’t.

3) Runs interrupted by occasional numeric overflow can be restarted using the update tool.

4) ascii data input files can be created by selecting columns of data in a spreadsheet and using edit/paste special/plain text in Winbugs.

