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We consider an oligopolistic market game, in which the players are competing firms in
the same market of a homogeneous consumption good. The consumer side is vepresented
by a fixed demand function. The firms decide how much to produce of a perishable
consumption good, and they decide upon a number of information signals to be sent into
the population in order to attract customers. Due to the minimal information provided,
the players do not have a well-specified model of their envivonment. Given a simple
model of adaptive behavior, which we showed in a previous paper explained the data
relatively well, our main objective here is to analyze whether experienced players behave
differently to inexperienced players.

1. Introduction

Learning and adaptive behavior have recently become fashionable in
economics. Conceptually, these two concepts are closely related, and they are
frequently used as mere synonyms. In many models of adaptive behavior the
agents adapt to their environment. If the players interact with each other, part
of their environment will be adapting to their adaptation as well, and we get
a coevolutionary process. Although such dynamics can be quite interesting,
the bearing of many of these models of adaptive behavior is limited by the
feature that putting the same players again in a similar starting situation
would lead to qualitatively the same (expected) dynamics. What would be
real Jearning is if the players adjust the way in which they adapt to their
environment.! In this paper we will distinguish the two concepts carefully,

! Notice that these labels are somewhat arbitrary. In some sense, what we call ‘learning’ is just ‘adaptive
behavior’ at a one step higher level. Different examples in the literature might use different names for these
levels. But what seems to be useful is to distinguish these levels as such.
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Learning in an Oligopolistic Market Game

and we will measure the relative importance of each in an experimental
oligopoly game.

In a previous paper (Nagel and Vriend, 1998) we considered the following
oligopolistic market game. The players are identical competitors in the same
market. In each period, they decide how much to produce of a perishable and
homogeneous consumption good, and they decide how many advertising
signals to send into the population in order to attract customers. The firms
know the parameters of the production and signaling technologies, as well as
the fixed price of the good. They also know that the consumers in this
economy are simulated by a computer program. After every period, each firm
observes only its own market outcomes. No further information about the
environment is given. Given the minimal information, even a rational player
is not in a position to maximize his profits using standard optimization
techniques. Hence, instead of deducing optimal actions from universal truths,
he will need znductive reasoning; proceeding from the actual situation he faces.
That is, he must behave adaptively.

We used a simple two-step model to put the experimental data into
perspective. The two-step model is based on the minimal information that
the players actually got, while making only minimal assumptions about the
agents’ reasoning processes. The model consists of two simple processes:
learning direction theory, which has been successfully applied in various
experiments (e.g. Selten and Stoecker, 1986; Nagel, 1995); and the well-
known method of hill climbing, also known as gradient method. As we will
make clear below, these two steps share the following underlying principle.
The players’ own actions and outcomes in the most recent (two) period(s) give
the player information about the direction in which he may find better
actions. We will also use this two-step model to analyze the differences in
actions and outcomes between the players. We found that the behavior of the
players on average largely conforms to the predictions of the simple two-step
model. Also the time pattern of the average behavior showed a good fit with
the two-step model.

This two-step model describes how the players adapt to their circum-
stances. But our main objective in this paper is to know whether the players
also learn to adjust the way in which they adapt to their circumstances.
Therefore, we asked all players to return for a very similar oligopoly game
with experienced players, and consider the following kinds of questions. Are
there qualitative or quantitative differences in the adaptation process? Do
they play more or less aggressively? Is there a substantive difference in
behavior in the first period? Surprisingly, we cannot find a significant
difference between inexperienced and experienced players with respect to the
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TABLE 1. Notation and Parameter Values

Learning in an Oligopolistic Market Game

Symbol Meaning Inexperienced  Experienced Known
C ‘marginal’ cost production 0.25 0.27 yes
f patronage rate satisfied consumers 0.56 0.63 no
g price minus ‘marginal® cost production 0.75 0.73 yes
k ‘marginal’ cost signaling 0.08 0.21 yes
m no.of firms 6 6 no
n no. of consumers 712 1422 no
N total no. of agents 718 1428 no
b price of the commodity 1.00 1.00 yes
I1 profit - - own
q demand directed towards a firm — — own
0 aggregate demand - - no

s no. of signals sent by a firm - - own
- maximum value for s 4999 4999 yes
S aggregate no. of signals all firms — — no
S_ aggregate no. of signals other firms - - no
|4 value - - no
x sales — — own
z production - - own
- maximum value for z 4999 4999 yes
- no. of periods £ 150 £ 300 no

two-step model of adaptive behavior. Experienced players seem to adapt in
the same way to their opportunities as the inexperienced players.

The paper is organized as follows. In Section 2, we present the oligopoly
game, and in Section 3 the experimental setup. Section 4 presents a simple
model of adaptive behavior. Section 5 contains an analysis of the behavior of
the experienced players, and Section 6 concludes.

2. 'The Oligopoly Model

A fixed number of firms repeatedly interacts in an oligopolistic market. All
firms are identical in the sense that they produce the same homogeneous
consumption good, using the same technology (see below). Time is divided
into discrete periods. At the beginning of each period, each firm has to decide
how many units of the perishable consumption good to produce. The
production costs per unit are constant, and identical for all firms. The
production decided upon at the beginning of the period is available for sale in
that period. The firms also decide upon a number of information or
advertising signals to be sent into the population, communicating the fact
that they are a firm offering the commodity for sale in that period. Imagine
the sending of letters to addresses picked randomly from the telephone
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directory. The costs per information signal sent to an individual agent are
constant, and identical for all firms. The price of the commodity is fixed,
invariant for all periods, and identical for all firms and consumers. The choice
of the number of units to be produced, and the number of information signals
to be sent is restricted to a given interval.

Table 1 gives the notation used throughout the paper. Superscripts will be
used for the time index, and subscripts for the identity of a firm. In addition,
Table 1 gives an overview of the parameter values used. The last column
indicates whether the parameter value was known or not to the players. As
we will explain below, in addition to these parameter values, the players did
not know the functional form of the demand they faced.

Consumers in this economy are simulated by a computer program. In each
period, when all firms have decided their production and signaling levels,
consumers will be ‘shopping’, with each consumer wanting to buy exactly one
unit of the commodity per period. In fact, the consumer side is represented
by the following fixed, deterministic demand function:

q; = round trunc[f : xf_l] + % : {1— exp(_%j:l ' {” - étrunc(f ' xil)} (1)

( I )+ddIa)( IIb )-( IIc )
where
I = demand directed towards firm 7 by patronizing consumers
IIa = proportion of signals from firm 7 in aggregate signaling
activity
IIb = proportion of individuals reached by one or more signals
Ilc = number of ‘free’, i.e. non-patronizing, consumers
ITa-IIb-Ilc = demand directed towards firm 7 as a result of current

signaling

In each period, a fixed fraction of the number of customers that were satisfied
by a given firm during the last period will patronize that firm (part I of
equation 1).? The remaining consumers who received at least one signal (part
IIc multiplied by IIb) are split between the firms, according to the firms’
signaling activity relative to the aggregate signaling in the market (part I1a).
Notice that when all firms signal very little, not all consumers will be reached

2 See also Keser (1992) for duopoly experiments with demand inertia.
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by an information signal, implying that not all consumers will actually be
present in the market. Hence, although all signaling has the form of infor-
mative advertising, and there is no persuasive signaling, one can distinguish
two different effects. First, a business stealing effect, and second, an effect on
the total demand in the market. In Vriend (1996), in a closely related model,
we consider explicitly a process of sending, receiving and choosing individual
signals, and show that this leads to a demand function faced by the individual
firms that may be approximated by a Poisson distribution. The deterministic
function given above equals the expected value of such a Poisson distribution.
At the end of the period, all unsold units of the commodity perish. Notice that
a firm cannot sell more than it has produced at the beginning of the period.
Hence, a firm’s profit in period ¢ is given by:

t
H:P'xf‘_f'z,[-—é-xf, Wherexfzmin[zj,qf] (2)

In order to obtain a theoretical benchmark, in Nagel and Vriend (1998) we
derive the symmetric stationary optimal policy for a given player for any given
period, assuming complete information about the demand function, and show
that in the symmetric stationary equilibrium, the signaling level for an
individual firm 7 in a given period # is given by:

—1
=4 ()
m

and the production is simply equal to the demand thus generated since the

demand function is deterministic (see equation 1). The numerical values of
this equilibrium implied by the parameters of the model are a production level
of 18 and signaling level of 927 for the inexperienced, and production at 232
with signaling at 687 for the experienced players.

Before presenting the experimental setup, and our analysis, let us explain
a little bit more in detail the background of the specific oligopoly model used.
First of all, we have a model with a fixed price, while the consumer side is
simulated with a fixed deterministic demand function. In other words, we
abstract from the process by which the price was determined, and from the
determination of the market demand at that price level. Notice that this is
perfectly compatible with a standard downward-sloping market demand
curve. These two abstractions are made in order to focus on the behavior of
the firms in a relatively stable environment. As shown in Nagel and Vriend
(1998), since the firms influence each other’s environment, the task of the
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firm is already complicated. Once we have understood and structured the
behavior in such an environment, we can further relax these assumptions.
Note, however, that there #7¢ many markets in which goods are sold at fixed
prices (whether as a result of legislation, of vertically imposed restrictive
practices, or of optimizing behavior of the sellers). And over the period for
which prices are fixed, trading opportunities are usually uncertain. Doctors
fees are regulated in many countries, the prices of books are fixed by
publishers’ cartels in a lot of countries, bread prices in Italy are determined
centrally, newspapers usually sell for the same constant price at all stands.
Nearly any retail operation has a posted price, invariant through time, orders
for stock are placed in advance of knowing what demand will be, and stock
outs are commonly faced. Levis jeans are sold that way. So are Seiko watches.
McDonald’s rarely runs out of food, but it does happen. A fascinating market
where this is true is the motion picture industry (see De Vany and Walls,
1996). Admission price is set and does not vary over the run, films are booked
at theaters before demand is known, customers cannot always get a seat at
their preferred showing and must queue up or wait for another day. Also
custom items, e.g. in the finished steel or medical industry, are usually produ-
ced to order, at previously posted prices.? Clearly, a complete economic analysis
would explain such legislation, restrictive practices or strategies, by which the
prices are fixed, as well. Instead of explaining the price, our analysis focuses
on the learning and adaptive behavior of the firms; and thus applies equally
to all the possible ways in which these prices may have been determined.
Given the price level, competition can take place along many dimensions.
Competing for customers through advertising seems a fundamental one.
Advertising as a form of communication to identify potential trading
partners is important in real markets. Some readers may wonder why we
bother to consider this model with its explicit signaling structure, since in the
real world & consumer simply knows where to buy something. Well-considered, such
an observation gives strong empirical support for our approach. For it asserts
that transactions do not take place in Walrasian central markets, or through
anonymous random matching devices, but that, instead, market interactions
depend in a crucial way on local knowledge of the identity of potential trading
partners. Such information has to be communicated in one way or another.
Most advertising in reality seems indeed to draw the buyers’ attention to
the fact that someone is selling something somewhere sometime. Notice that

3 The list of examples seems to suggest that this applies to almost all markets that are not centralized
like stock markets or auctions. But notice that even the Israeli stock market collects bids and offers to find
a clearing price only in the morning, and then that price is posted and remains fixed over the entire trading
day. Further documentation concerning the (in)flexibility of prices can be found in Carlton (1989)}.

46




Learning in an Oligopolistic Market Game

the advertising signals do contain no information on prices, and that this
conforms to what we usually observe in reality. Although Stigler (1961, p.
223) argued: ‘From the manufacturer’s viewpoint, uncertainty concerning his
price is clearly disadvantageous. The cost of search is a cost of purchase, and
consumption will therefore be smaller’, daily experience suggests that sellers
must perceive some advantage of zof communicating price information.?
Advertising is not always in the form of signals sent directly to individual
potential buyers. Agents may also hear from radio and television, or from
friends about the newest shops in town, buyers may use the Yellow Pages to
find a seller, or they may visit shops (recognizable as such) randomly, etc.
While these possibilities would require slight modifications of the signaling
framework used, they would seem to fit rather well into it. The essential
characteristic of all these forms of signaling is that agents make information
about their own type known to some other agents. The resources spent in
these forms of market-making are enormous in a modern market economy.

How reasonable is it to assume that firms do not observe the decisions and
outcomes of the other firms, and in particular their signaling levels? As we
will show below, the only strategic variable to compete directly with the other
firms in this model is the signaling activity. In reality, competition takes place
along many dimensions. Quantity and production capacity are obvious ones.
Product differentiation is another one. The quality of a good depends upon
many aspects, e.g. a warranty, add-ons like frequent flyer miles or after-sales
service. Firms also compete using entry deterring and other restrictive
practices, by their choice of technology, location or the timing of new product
lines. Further competitive variables are the firms’ R&D decisions (including
marketing research), and their efforts to build up a reputation. The bottom
line of this partial list is that it seems more than plausible that for some of
these dimensions the information that an individual firm has about its
competitors is far from complete. Assuming that firms do not observe the
level of their competitors’ signaling activity in our simple model is a first
approximation of this fact.

4 Not only do sellers usually advertise without communicating prices, they often furnish shopwindows,
and sometimes even have shelves, without prices. A buyer who incurs costs to get such information, e.g.
by making a phone call, can often expect a rude answer or sometimes no answer at all, and a buyer who
writes down prices in a supermarket takes some risk of being threatened. And even when advertising
signals appear to contain information on prices, this is not necessarily meant to be as informative as it
appears. In an interesting recent paper Lazear (1995) analyzed the practice of using price signals in
advertising as a bait to attract customers, in order to switch to different products with different prices
instead when customers visit their shop.
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3. The Experimental Setup

We conducted two series of experiments in the computerized experimental
laboratory at the University of Bonn—one with inexperienced and one
with experienced players. In the first series, we organized 13 sessions with
inexperienced players. In each session, six firms were competing in one
market, for a total of 78 players. After finishing that first series, we asked all
players to return for a very similar oligopoly game with experienced players in
order to test whether the players learn over time to adjust the way in which
they adapt to their circumstances. In this second series with experienced
players we organized five sessions, with again six firms per session, for a total
of 30 players. In this paper we will focus on the behavior of the experienced
players; in particular comparing it with the behavior of the inexperienced
players. A more extensive analysis of the behavior of the inexperienced players
can be found in Nagel and Vriend (1998).

Most players came from various departments of the University of Bonn.
Players sat in front of personal computers, and could not observe the screens
of other players. Figure A1 in the appendix presents an example of a computer
screen viewed by a given player. In the sessions with inexperienced players we
had played ~150 periods, whereas the sessions with experienced players
lasted ~300 periods. There was no time limit for the participants’ decisions.
Each player got a fixed ‘show-up’ fee. In addition, each player was paid
according to the total profits realized by his firm. Losses realized were
subtracted from the ‘show-up’ fee. The total payoft for an individual player
was given by: o0 + (0/2000) X (points realized).” Observe that bankrupt
players had lost their ‘show-up’ fee, and hence got nothing. Each session
lasted about 2.5 hours, and the average payment over the 30 players was
DM 53.89 (—$35.50).

All sessions with experienced players were independent from each other
with respect to the experience of the players in the first series. That is,
whenever more players from a certain session with inexperienced players
participated again, they would stay together and not be split over different
sessions with experienced players.

In sessions with experienced players, there are two options for choosing the
parameter setup: either using the same setup as in the preceding session, or a
different parameter setup. The problem with using the same parameter setup
for the experienced players is that a player might have found a good strategy

> The value for ot was DM 25 in session 1, DM 7 in session 2, and DM 13 in sessions 23—25, giving an

average Ol of DM 14.2. The values for &0 were varied in advance in an effort to keep average payoffs at a
level of ~DM 15/h.
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by chance during the first experiment, without having learned anything
general as to how to play.® As we are interested not in specific actions for the
game considered but in adaptive behavior in this type of environment, we
chose the second option.” Thus, players in the second series were experienced
in the sense that they might have learned something about the general
structure of the game, and about their adaptive behavior in such an
environment.

We now sketch the information that was available to the individual players,
distinguishing technology, market and experience factors. The appendix
presents the instructions given to the players, and Table 1 above summarizes
which parameter values were known and which not.

3.1 The Technology

The players knew that they were identical firms, producing the same homo-
geneous consumption good, using the same technology. Both the production
and signaling technology were common knowledge, and the same applies
to the price of the commodity. About the fact that the choice interval for
production and signaling was limited, the players was told that ‘this is due
only to technological restrictions, and has no direct economic meaning’.

3.2 The Market

The players were told that consumers in this economy are simulated by a com-
puter program. They did ot receive the specification of the demand function
(equation 1), and they did not know the number of competing firms,® the
number of consumers or the parameter value of the demand inertia. Instead
they were given the following general picture of the consumption side. Each
consumer wants one unit of the commodity in every period. Hence, in each
period, a consumer has to find a firm offering the commodity for sale, and that
firm should have at least one unit available at the moment he arrives. The
participants were given two considerations concerning consumers’ actions.
First, a consumer who has received an information signal from a firm &rows
that this firm is offering the commodity for sale in that period. Second,
consumers who visited a certain firm, but found only empty shelves might
find that firm’s service unreliable. On the other hand, a consumer who

¢ This problem may be mitigated somewhat by giving each experienced player all the statistics of the
first series before the second series starts.

7 See Table 1 above for the two parameter setups used.

8 In all sessions with experienced players there were six players at the same time in the lab, but players
did not know how many parallel sessions were going on.
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succeeded in buying one unit from a firm might remember the good service,
and might be more likely to come back. Participants was also told ‘experience
shows that, in general, the demand faced by an individual firm is below 1000’.

3.3 Experience

At the end of the period, each firm observes only its own market outcomes,
and never the actions and outcomes of the other players. Each firm knows the
demand that was directed to it during the period, how much it actually sold,
and its profits for that period. Sometimes the market outcomes are such that
a firm makes a loss. A firm making cumulative losses is informed about these.
Each firm faces a known upper limit for the total losses it may realize. A firm
exceeding this limit is declared bankrupt, with the participant removed from
the session. This was stated before the experiments begun. The players did not
know the number of periods to be played, but they knew that the playing
time would be ~2.5 hours. Given this minimal information, a player is not in
a position to maximize his profits on the basis of a well-specified demand
function. In other words, he finds himself in a ‘large world’, and must behave
adaptively. During the instructions before the games, some players felt
uncomfortable with so much ‘mist’, and most questions attempted to get
more knowledge about the environment. The usual answer to those questions
was ‘you just don’t know’.

4. A Simple Model of Adaptive Behavior

In case of complete information, the only choice variable for a firm would be
the number of signals to be sent, whereas production should be simply
adjusted to the demand generated by these signals. This suggested a two-step
decision problem for the players in our experiment. The fzrst step concerning
the number of signals to be sent, and in the second step adjusting the production
level to the level of the demand generated. We will first consider this second
step.

4.1 Production: Learning Direction Theory

Given the demand generated by a players’ signals sent in the current and
previous periods, the production level that would yield the highest profit
would be equal to this demand. We conjecture that the players use a simple
algorithm to achieve this. This is sometimes known in the experimental
literature as learning direction theory (e.g. Selten and Stoecker, 1986; Nagel,
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TABLE 2. Predictions: Learning Direction Theory

If Then

(1) production; < demand; production;+1 = production;
(2) production; > demand; productions+1 < production;
(3) production; = demand; NA

1995). In our game, this direction learning mechanism can be applied as
follows. If a firm faced more demand than it had produced, it knows that a
higher production level would have led to higher profits. And if a firm faced
less demand than it had produced, it énows that a lower production level
would have led to higher profits. Therefore, in our model learning direction
theory would lead to the predictions given in Table 2. Notice that if production
and demand were equal, the theory does not predict the direction of the
change in production. Remember that, given the two-step model (setting
signals and adjusting production), these predictions are for a given demand
level. Clearly, as we will analyze below, the demand depends upon the
signaling level. Therefore, here we only consider those cases in which the
players did not move into the opposite direction with their signaling level in
order to induce a demand change.”

Learning direction theory makes the prediction on the basis of the last
period. The reasoning of the players is supposed to be boundedly rational in
that it only considers what would have been a better action, i.e. ex post. The
demand was generated by a fixed deterministic demand function, but since
this was not known to the players, there was subjective uncertainty. Hence
the problem for the players is not so much to maximize what their profit could
have been (ex post), but to maximize their expected profits (ex ante). If demand
is uncertain, and rationing is not all-or-nothing, some overproduction may be
profitable. That is, the production that maximizes expected profits may be
higher than the expected demand. We predict the players to recognize this in
our experiment, and hence expect a bias towards ‘overproduction’ relative to
the predictions of learning direction theory.

Learning direction theory is based on a simple reasoning process, which is
in essence an error-correction mechanism. A player needs enough knowledge
and understanding about the structure of his environment to see immediately
in which direction his own previous action was off-target. He corrects his
action parameters on the basis of some error function representing a measure
of the distance between the ‘target’ action and his actual action. Whereas with

? That is, if an increase in production is predicted there should be no decrease in signaling, and vice versa.
This condition was satisfied in 63% of the cases over all experiments.
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learning direction theory a player is supposed to understand himself where
better actions would have been found, the learning mechanism as such is
similar to the one used in so-called supervised learning algorithms, where it
is the supervisor who tells a player after each trial what the ‘target’ action was.

In many cases, however, it might be that a player does not know which is
the ‘correct’ (i.e. the best possible) action, or how much it differed from such
a target, not even afterwards. Often, there is only a notion of what a player
should accomplish plus a success measure of his performance. For example, a
player has to generate profits or utility, mapping an observed state (input) to
actions (output), where the measure of success is simply the amount of profits
or utility. In such cases the player could learn through ‘reinforcement’ (e.g.
Bush and Mosteller, 1955; Cross, 1983; Machine Learning, 1992; Roth and
Erev, 1995). Reinforcement learning is based on two principles. First, players
try actions. Second, actions that led to better outcomes in the past are more
likely to be repeated in the future. The players do not need any understanding
about the structure of their environment. Perhaps they do not even know
what payoffs are, but they recognize it when they receive it. Sometimes
error-correction mechanisms as sketched above are also called ‘reinforcement
learning’. As Barto et /. (1983) point out, that would be misleading. Error-
correction mechanisms are not based on a relative assessment of consequences of
the player’s actions, but oz/y on knowledge (of the supervisor) of both the
correct and actual output. This does 7ot involve feedback that passes through
the player’s environment. '

Notwithstanding these fundamental differences, there have been some
recent attempts (see Stahl, 1996; Camerer and Ho, 1997) to combine the two.
Starting with reinforcement learning, one could assume that a player does not
only update the probability of choosing a certain action on the basis of
the payoff actually realized, but that he also has enough knowledge about the
structure of the game (similar to the assumption made with learning direction
theory) to reason what the payoffs would have been for actions not actually
chosen. On the basis of such reasoning, a player could use these virtual payoffs
for virtual reinforcement of those actions. As this will imply a gradual
movement towards the optimal action, it might seem a5 7f such a player
applies learning direction theory. One of the problems with this virtual
reinforcement approach is that sometimes a player cannot know what payoff
he would have obtained by an action not actually chosen. Applying virtual
reinforcement in such cases would lead to a biased learning process (see

Vriend, 1997).

19 See Vriend (1994) for a more extensive discussion of these issues.
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TABLE 3. Predictions: Hill Climbing

If Then

(1) signaling; < signaling; 1 and payoff; < payoff;_; signaling,+1 > signaling,
(2) signaling; < signaling, 1 and payoff, > payoff, | signaling;+1 < signaling; |
(3) signaling; > signaling; 1 and payoff; < payoff;_; signaling;+1 < signaling;
(4) signaling, > signaling, | and payoff; > payoff;_; signaling;+1 > signaling; |
(5) signaling; = signaling; 1 or payoff; = payoff;_; NA

4.2 Signaling: Hill Climbing

As said above, the adaptation of the production level is assumed to take place
for a given demand level. Since this demand is generated eventually by the
signals sent, it is time to turn to an analysis of the number of signals sent.
Learning direction theory cannot predict much with respect to signaling since
in many cases a player cannot deduce the optimal signaling level from the
demand observed. Depicting a player’s opportunities as a hill, the objective of
a player is to find the top of such a hill. A problem for a player is that he does
not know what his hill looks like, and the hill may be changing all the time.
A simple way to deal with this problem would be to start walking in some
direction; if one gets a higher payoff one continues from there, otherwise one
goes back to try another direction. Eventually one should reach a top. We
conjecture that the players’ adaptive behavior in signaling space can be
described by such a hill climbing, or gradient, algorithm.'! A deterministic
variant of hill climbing would give the predictions presented in Table 3.

In our experiment there is one complication with this hill climbing. The
hills may change over time, even when the actions of the other players are
constant. Therefore, given the dynamics of the demand generated by the
signals sent and the patronizing customers, a player should look further ahead
than his immediate profits only. Players could boost their immediate profits
by signaling very little, i.e. by eating into their pool of customers. But future
profits are adversely affected by this. The cause is that of all the customers
satisfied in a given period, some fraction will come back ‘for free’ in the next
period, i.e. without the need to send them a signal. A firm can also forego
some current profits by investing in the buildup of a pool of customers. The
higher the current sales level, the better the firm’s future profit opportunities.
Hence, when considering the question how well a firm performed in a given

1 See also Bloomfield (1994), Kirman (1993), Roberts (1995) and Merlo and Schotter (1994). The
reason that we do not use reinforcement learning (as, e.g., in Roth and Erev, 1995) is that it is not clear
how to reduce the choice set of the players (e.g. Holland ¢t 2/., 1986). Much more progress needs to be
made here.
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period, one should not only look at its immediate profits, but also at the
change in its current sales level. The value of serving additional customers
now (besides the immediate profits) is the profits that can be extracted from
them in later periods.!? Since patronizing customers come back ‘for free’
(without needing a signal), the profit margin for those customers will be the
price minus the unit production costs of the commodity. Formally, the
lookahead payoff in a given period is:

H+Ax-(p—c)-iff

We will consider both the basic hill climbing variant, in which the players go
myopically for their immediate profits only, and the variant in which the
players climb hills that are constructed taking into account their lookahead
payoft.

5. Data Analysis: Learning by Experienced Players

In this section we turn to an analysis of the experienced players. The basic
question we want to address is: what have they learned? In what sense is their
behavior qualitatively different from the inexperienced players (if any)? Before
considering the specifics of the sessions with experienced players, a relevant
question is which players came back.!® In other words, how far had the players
discovered whether the game was worthwhile?

5.1 Observation 1

The group of players that came back has a selection bias. The better their
average profit as inexperienced player, the more likely they were to come
back. None of the four bankrupt players came back. Survival as an
inexperienced player did not guarantee survival as an experienced player (five
went bankrupt). But the players who got experienced in the strongly reduced
strategy space (999 instead of 4999 as maximum values for signaling and
production) were at a disadvantage.

In Nagel and Vriend (1998) we distinguished three categories of players:
the successful players (category I), the ‘nil’ players (category II) and the

'2 There is also an indirect effect related to a change in the player’s sales level. It will change the number
of ‘free’ consumers for which the player’s signals compete with the other players’ signals. This indirect

effect will be relatively small because it is spread over the six firms (they compete for the same pool of free
consumers), and will be ignored here.

3 We tried to get all players back. First, they got a letter inviting them to participate in a similar
experiment, and a couple of days later we contacted them all by phone.
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TABLE 4. Which Players Came Back

Players Absolute frequencies Relative
frequency (%)
Yes No
All 30 48 38
Category I 22 26 46
Category 11 5 13 28
Category III 3 9 25

unsuccessful players (category III). The so-called ‘nil’” players (category II) had
both signaling and profit levels close to zero. The successful and the
unsuccessful players (categories I and III) had much higher signaling levels,
but for the unsuccessful players this came with large losses, whereas the
successful players realized positive profits. Table 4 shows the percentages of
players that came back, and those that did not, per category. We use a ¥ *-test
to compare the probability of category I players coming back with this
probability for category II and III players combined. Category I players
appear much more likely to come back, but due to the small number of obser-
vations this is significant only at the 9.3% level. This might be an example of
reinforcement learning. They tried the game as an inexperienced player, and
the higher the payoff realized, the more likely they are to play again.'

Just as with the inexperienced players, with the experienced players too we
can distinguish three categories of players: the successful ones, the ‘nil players’
with both signaling and profits close to zero, and the unsuccessful ones. With
the inexperienced players we had one treatment in which there was a strongly
reduced strategy space: 1000 instead of 5000. Four of the players of those two
sessions came back. As inexperienced players these four would have been all
four successful category I players, but as experienced players all four of them
ended up in category III of the unsuccessful players, and two of them even
went bankrupt. This suggests that the other players have learned something
in the larger strategy space that turned out useful as experienced players.

Recall that the only difference in the setup with the experienced players is
that we changed the parameter values (see Table 1 above). Everything else,
including the instructions, remained the same. We explained this to the
players. Hence, we had a game with the same structure, but with different
numerical values. The reason was that we are interested in the question
whether the players had learned something of the general structure of the
game, and not whether players that had happened to find good actions as

" Garvin and Kagel (1994) also find that aggressive, unsuccessful players are less likely to play again.
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inexperienced players would simply continue to choose those specific
numbers. A first question, then, is whether the players understood right from
the start that their opportunities were different in a quantitative sense.

5.2 Observation 2

In the first period the experienced players’ choices for production and
signaling levels are less concentrated on focal points than those of the
inexperienced players. But that is not because the players simply continue
with those values they had learned during the game as inexperienced players.

The production level chosen in the very first period is again rarely greater
than 1000; only two players (7%) against one inexperienced (3%). Multiples
of 50 are again popular (22 players, or 73%). But multiples of 100 are less
popular with experienced players (17 players, or 57%) than with
inexperienced (23 players, or 77%), a difference that is significant at 10%
(y*-test). The most chosen production levels are 100 (four times), 200 (three)
and 300 (three). Hence, the midpoint of 500 no longer has focal point
character for production levels. This is a significant difference with the
inexperienced players at 1.0% ()*-test). With respect to signaling, multiples
of 50 and 100 are still chosen often (25 times, or 83%, and 18 times, or 60%).
The most chosen signaling levels are 300, 500, 1000 (three times each, or
10%). Concerning the ratio between signaling and production, 16 inexperi-
enced players out of 30 (53%) chose signaling greater than production, while
24 experienced players (80%) chose signaling greater than production. This
is significant at 3.0% (y*-test). Thus, they have learned that signaling is
relatively important.

The correlation coefficient between the numbers adapted to as inexperi-
enced players (taking for each individual player his average signaling in the
last 50 periods), and the values chosen by exactly the same players in the
initial period as experienced players is only 0.14 and not significant (z-test).
Hence, already in the first period, the experienced players understand that the
different parameters imply different opportunities.

Next, we turn to our two-step model of learning direction theory for
production, and hill climbing for signaling. Do the experienced players
behave differently? And in particular, we want to know whether the
players have learned to look ahead more often than before.

15 To avoid selection bias, when comparing with the inexperienced players, we consider here only those
30 inexperienced players that came back.
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FIGURE 1. (a) Direction learning after production < demand. (b) Direction learning after
production > demand.

5.3 Observation 3

The experienced players’ adaptive behavior as described by our two-step
model is similar to that of the inexperienced players.

Figure 1(a,b) summarizes how far learning direction theory predicts
correctly, distinguishing the cases of too high and too low production in the
preceding period, and distinguishing the inexperienced and the experienced
players. As we see, with respect to the learning direction hypothesis
concerning the adjustment of the production level, there is little difference
between inexperienced and experienced players. Inexperienced players
adjusted their production level in the wrong direction in 11.4% of the cases,
and experienced players in 9.5%. Using the Wilcoxon—Mann—Whitney test
(hereafter called the Wilcoxon test) to analyze whether these levels of the
individual players are drawn from the same distribution for inexperienced and
experienced players, we find that the null hypothesis ‘no difference’ cannot be
rejected. As we explained above, ex ante optimization would lead to over-
production, which would imply a bias with respect to the learning direction
theory hypothesis in the cases where production in the previous period was
greater than demand. This bias shows up for both the inexperienced and
experienced players. Hence, it seems that they understand equally well the
desirability of overproduction.

Figure 2(a,b) shows that the frequencies with which the experienced players
tend to climb hills are similar to those for the inexperienced players.
Experienced players go in a completely wrong direction with signaling in
28.5% of the cases, compared with 24.2% for the inexperienced for lookahead
hill climbing. Using the Wilcoxon test as above, this difference is not
significant. As we explained above, myopic players would forget the value of
building up their sales level, and they might climb the hill of their immediate
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FIGURE 2. (a) Hill climbing inexperienced, with conditions as explained in Table 3. (b) Hill
climbing experienced, with conditions as explained in Table 3.

profits only. Analyzing all cases in which a player had changed his signaling
level, it turns out that in ~70% of the cases the payoff gradient happens to
be in the same direction for myopic and lookahead hill climbing. That is, in
those cases the player’s immediate profits as well as his lookahead payoff
(taking into account also the future profits related to his current sales level)
had increased, or both had decreased. When we consider only the cases of
opposite gradients—the cases in which myopic hill climbing and lookahead
hill climbing predict a different change in signaling—we find that on average
both the experienced and the experienced players are inclined only a little bit
towards looking ahead, and there is also no significant difference between the
inexperienced and experienced players as far as their inclination to look ahead
is concerned (Wilcoxon test): 54.3% for inexperienced against 54.2% for
experienced players.

In Nagel and Vriend (1998), we showed that there were strong differences
between the inexperienced individual players. Since the experienced players
came from different sessions, the following two questions arise. Did the
experienced players have a significantly different background? And if so, does
this imply differences for their behavior as experienced players?

5.4 Observation 4

There were differences in the players’ experience as far as their environment
was concerned. And players that got their experience in a more cooperative
environment tend to play more cooperatively as experienced players.

Table 5 gives the average signaling per period per player for each of the 11
sessions with inexperienced players. Clearly, in some sessions there was more
aggregate signaling than in other sessions. If players signal very little, not all
potential customers might be reached, and some might not show up. But very
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TABLE 5. Session Averages: Inexperienced

Session Production Signaling Sales Profits
1 149 690 117 25
2 144 886 116 9
3 143 1028 117 -1
4 157 846 116 9
5 140 1016 116 -1
6 150 909 116 6
7 135 1035 115 -1
8 146 726 116 22
9 135 1043 117 0

10 136 940 117 8

11 139 1010 117 1

TABLE 6. Influence of Environment on Cooperation

Session Average signaling From sessions inexperienced Weighted average
experienced  experienced signaling inexperienced
21 592 4 from no. 1, 2 from no. 2 755
23 770 2 from no. 3, 1 from no. 4, 3 1005

from no. 9
24 666 2 from no. 5, 4 from no. 6 945
25 769 3 from no. 7, 3 from no. 11 1023

soon almost all customers are reached. If firms were cooperative, they could
keep signaling low, but each individual firm would have an incentive to
increase its signaling. Hence, we can see the average signaling level in a
session as a measure of cooperation among the firms in that session. What is
the effect for the individual firms of this level of average signaling? Whatever
their sales level, an increase in the aggregate signaling implies that the
signaling costs per unit of sales go up. There are two causes for this. First, a
firm’s sales go down. Second, when a firm reacts, increasing its signaling, its
signaling costs go up.

The question, then, is: does this different background imply differences for
their behavior as experienced players? Table 6 shows the average signaling per
firm for the sessions with experienced players, the numbers of the sessions
where they had got their experience, and a weighted average of the average
signaling activity in those sessions.'® The correlation coefficient between the

16 We omit here session 22 because four players came from sessions in which production and signaling
had an upper limit of 999 instead of 4999. That is, they had got their experience in a different environment

anyway, independent of their own attitude towards aggressiveness or cooperation.
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measure of cooperation as inexperienced and as experienced is 0.94 (signi-
ficant at 2.9%; one-sided z-test).

6. Conclusions

The main objective of this study was to analyze whether players really learn
while playing an oligopolistic market game in a laboratory for many periods.
Therefore, we organized two series of experiments—one with inexperienced
players and one with experienced players—and analyzed whether there were
systematic differences in the behavior between these two groups.

The most surprising result is that the quantitative measures of the two-step
model of adaptive behavior are not significantly different between experi-
enced and inexperienced players. In other words, the players learn in the sense
that they adapt to their environment, but they do 7ot appear to learn in the
sense of finding a better method to adapt to their market opportunities. This
suggests that the players carry with them an enormous amount of real life
experience in a large world, and the extra experience of one experiment means
only very little. Another possibility is that the inexperienced players actually
do learn to adjust the way in which they adapt to their environment, but
that they do not succeed in transferring the skill thus acquired to their new
environment when they return as experienced players. The cause of this
difficulty is that a player’s environment consists in part of the strategies
played by the other players. Hence, an experienced player can face a different
environment as his new competitors may employ different kinds of strategies,
with the result that the player needs to start learning from scratch.

Nevertheless, we did observe some differences between inexperienced and
experienced players. We showed that the group of players that came back as
experienced players had a clear selection bias, with the successful players
being almost twice as likely to play again. Hence, the players had learned
whether the game was ‘worth playing’. The experienced players’ initial period
actions had a different distribution to those of the inexperienced players,
which suggests that they had learned something, and did not simply start
with those values they had adapted to as inexperienced players. And although
with respect to our two-step model the experienced players’ behavior was not
significantly different from that of the inexperienced, we showed that
competitiveness of the environment in which the players got their experience
had a significant influence on their behavior as experienced players.
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Appendix

The following list contains the English version of the instructions given to the
players.

Actors:
* Each of you will be a firm in a market economy.
* The consumers in this economy are simulated by a computer program.

Each day:

In the morning, firms decide:

* Identical firms decide upon a number of units of a perishable
consumption good (each firm the same good).

* The production of each unit costs 0.27 point.

* The production decided upon at the beginning of the day is available for
sale on that day.

* Experience shows that, in general, the demand faced by an individual
firm is below 1000.

* The firms also decide upon a number of information signals to be sent
to the population, communicating the fact that they are a firm offering
the commodity for sale on that day. Imagine the sending of letters to
addresses picked randomly from the telephone book.
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Sending one information signal to an individual agent always costs 0.21
point.

The price of the commodity is 1 point. The price of the commodity is
given, it does not change over time, it is equal for all firms and con-
sumers, and known to all agents.

It is not possible to enter values greater than 4999 for the number of
units to be produced and the number of information signals to be sent.
This is due only to technological restrictions, and has no direct economic
meaning.

During the day, consumers are ‘shopping’:

When all firms have decided their actions, consumers will be ‘shopping’.
Each day, each consumer wishes to buy exactly one unit of the com-
modity. Hence, consumers have to find a firm offering the commodity
for sale, and such a firm should have at least one unit available at the
moment they arrive.

We give you two considerations concerning the consumers’ actions:

a A consumer that has received an information signal from you knows
that you are a firm offering the commodity for sale on that day.

b Consumers who visited you, but arrived too late and found only empty
shelves might find your service unreliable. On the other hand, a
consumer who succeeded in buying one unit from you might remember
the good service.

At the end of the day, each consumer and each firm observes his own

market outcomes:

Consumers return home satisfied or not, i.e. with or without a unit of
the commodity.

All unsold units of the commodity perish.

Each firm will know the demand that was directed to it during the day,
how much it has actually sold (note that it cannot sell more than it has
produced at the beginning of the day), and its profits of that day.

It cannot be excluded that sometimes the market outcomes are such that
a firm makes a loss. Each firm faces an upper limit of 2000 points for
the total losses it may realize. A firm exceeding this limit will be declared
bankrupt, implying that it will be forced to inactivity from then on.

A firm might have received some information signals sent to random
addresses by other firms. These information signals will be listed (senders
and numbers of signals), using fictitious names for the sending firms.

Time:

There is no time limit for your daily decisions. From day 20 on, you will
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hear a warning sound when you are using more than 1 min of
decision-time.
The playing-time will be about 2.5 hours.

Payment:

Each player will be paid according to the total profits realized by his
firm.

Each player gets a ‘show-up’ fee of DM 25.

In addition, the payoff will be DM 12.50 for each 1000 profit points
realized.

Note that losses realized will be subtracted from the DM 25.

Bankrupt players have lost an amount of DM 25, and hence get nothing.

Anonymity:

A player will never know the actions and outcomes of other players.

Firm “X”: RESULTS day 7

ACTIONS OUTCOMES
production signaling demand sales profits
123 250 114 114 28.29

The NEXT day is:

day 8

production
signaling

Firm “X”, please enter your choices

price=1.00; costs/unit produced=0.27; costs/signal sent =0.21

FIGURE Al. Computer screen for firm X,
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Keyboard:
e To confirm your choice: Enter [d}
e To delete: Backspace [}
* Please, before confirming your choices, always make sure that you did
not make a typing-error.

Figure A1 shows the computer screen as viewed by a player acting as firm ‘X’
in a given period. At the beginning of day 1 the top part of the screen
contained the following message: ‘Experience (from previous experiments)
shows that, in general, the demand faced by an individual firm is below 1000’.
When a player had negative cumulative profits, they got a warning in the
center of the screen saying: “WARNING! Your total losses are 192.25 (total
losses greater than 2000.00 imply BANKRUPTCY'!)'.
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